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A~tract--An investigation is made into the reliability with which pressure loss, film thickness and 
liquid entrainment can be predicted by an annular flow model that is based on the well-known 
two-fluid (separated flow) concept. For this purpose a two-fluid model is presented which accounts 
for the interrelation between these variables. In this connection the existence of multiple liquid 
hold-up solutions is mentioned. New correlations for interracial friction and liquid fraction 
entrained are proposed using data compiled previously at AERE Harwell. Our new model is 
compared with previous models. Differences between pgxlictions are illustrated by reference to the 
Harwell data bank, recent large-diameter tests and hypothetical gas-well cases relevant to the oil 
industry. Application of the annular flow models, in particular their entrainment correlations, 
appears to give rise to widely varying results, restricting the predictive value of the models when 
extrapolated to large-diameter and/or high pressure systems. 

1. I N T R O D U C T I O N  

Annular dispersed flow is a two-phase flow regime, which in the oil industry is of  
importance in, for example, the production as well as transportat ion of  gas/condensate and 
gas/oil systems. It is predicted to exist in risers connected to horizontal flow lines and in 
vertical tubing of  gas wells (with simultaneous production of  condensate and water). 
In this flow regime the gas s t ream--wi th  a certain amount  of  liquid entrained as droplets 
- - f lows in the pipe centre, while the remainder of  the liquid flows as a thin film in contact 
with the pipe wall. For  a proper design of  downstream facilities it is important  to know 
the amount  of  liquid that travels with the gas stream in the form of  droplets. Information 
on the liquid-film characteristics (thickness, residence time of liquid) is of  relevance 
for erosion and corrosion aspects. Accurate pressure-drop predictions are required in 
hydraulic piping designs. 

The conditions of  the fluids in the above applications (gas/condensate or gas/oil systems 
at, typically, a pressure of  20 MPa) generally differ widely from those in experimental 
systems for which vertical annular tests have been carried out. In the Harwell data bank 
for vertical annular flow (Whalley & Hewitt 1978), for instance, the conditions of  the 
atmospheric air/water measurements are markedly different, while the physical properties 
for the 7 MPa  steam/water system have values that are intermediate between those for an 
atmospheric air/water system and a 20 MPa gas/condensate system. An additional concern 
in scaling is the difference in pipe size: gas-well tubing is sized at 100-150 ram, whereas 
the vertical flow data relate to pipes with sizes of  20-30 mm. Furthermore,  most laboratory 
data have been obtained in relatively short pipes, so that one cannot rule out possible 
entrance effects on the measured data, while for tubing lengths of  600-3000 m one requires 
data that are completely free of  such effects. 

In the oil industry, two-phase flow calculation methods for vertical upflow are mainly 
empirical and have a limited validity range. Well-known schemes like those of  Duns & Ros 
(1963), Aziz et  aL (1972) or Beggs & Brill (1973) are widely employed, but in these schemes 
annular-mist flow is treated casually and often homogeneous flow is assumed. A more 
sophisticated model for wells producing gas and condensate has been proposed by Govier  
& Fogarasi (1975). Although derived from actual gas/condensate field data, the correlation 
for the liquid distribution between film and core is dimensional and thought to have little 
general validity. We will here investigate the accuracy with which the available data for 
pressure loss, film thickness and liquid entrainment can be predicted by an annular flow 
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model that is based on the well-known two-fluid concept. In principle, with such a model 
for vertical annular dispersed flow, it is possible to calculate these three physical quantities 
simultaneously, provided appropriate correlations are used for interfacial friction and 
liquid fraction entrained. Such mechanistic modelling has to be compared with that 
reviewed in, for example, Wallis (1969) and Hewitt & Hall-Taylor (I 970). We have opted 
for a comparison with some recent works where complete models are offered, i.e. models 
including rules for both interfacial friction and liquid entrainment (Hughmark 1973: 
Whalley & Hewitt 1978; Hanratty & Asali 1983). 

First of all, the model equations for annular dispersed flow are introduced, including 
the effect of entrained liquid droplets travelling with the gas in the core of the pipe (section 
2). Then, using the Harwell data bank, alternative correlations are proposed for interfacial 
friction and liquid fraction entrained (section 3). Subsequently, the model is compared with 
the above-mentioned models of others (section 4). Thereafter, differences in predictions are 
illustrated using recent data of Azzopardi et al. (1983) in a 12.5 cm pipe. This is of interest 
because such a large diameter differs greatly from the diameters for which all the 
correlations were derived and therefore can act as a realistic test case for models (section 
5). In section 6 implications for a hypothetical gas-well tubing of 10 cm are considered. 
Finally, in section 7 conclusions are drawn and suggestions for further work are made. 

2. T W O - F L U I D  M O D E L  F O R  A N N U L A R  D I S P E R S E D  F L O W  

2.1. Model equations 

A physical model is presented describing annular dispersed two-phase flow in vertical 
or near-vertical pipes. The flow pattern is illustrated in figure 1. In this pattern, the liquid 
is distributed over a relatively thin film at the pipe wall and entrained droplets are travelling 
with the gas in the core of the pipe. In the two-fluid model, the liquid at the wall is regarded 
as one phase and the gas plus droplets in the core as the other. The pipe has a diameter 
D, inclination 0 and roughness E. Deviation of the pipe from the vertical is allowed for 
by replacing the acceleration of gravity g by g sin 0. The model is based on the following 
assumptions: 

1. There is a steady-state, l-D, concurrent, upward and developed two-phase 
flow. 

2. There is no mass transfer between the gas and liquid phases. 
3. The acceleration term in the momentum equations is ignored. 
4. Axisymmetric flow (e.g. circumferentially uniform liquid distribution). 

/o 
Velocny 

S eo, / / ° o  ° , N  
/ / 

{/:W 
Figure 1. Annular dispersed two-phase flow. 
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5. The physical properties, i.e. the liquid and gas densities PL and PG, viscosities 
IZL and Po and surface tension o', are constant. 

6. The liquid and gas mass flow rates W L and W G (or superficial liquid and gas 
velocities VSL anti VsG) are given. 

7. The liquid droplets in the core travel at the gas speed (homogeneous flow). 

Assuming constant two-phase flow parameters is not a serious restriction, because in 
practice the model will be applied to a short pipe section only, and the effect of varying 
physical properties of the fluids along a long pipe can be evaluated by integration. 

Applying momentum balances to the pipe core and the whole-pipe contents yields 

~iP~ 
ap = Pc sin 0 + [ I ]  
c3z Ac 

and 

with 

where 

and 

@ 
= (0~Fp L "F ff 'CPC)g sin 0 + XwFP_._____~v, [2] 

~z A 

~F + arc = 1, [3] 

@ 

3z 
Pc 
RL 

Ti ~ I'WF 
/'i,/'F 

A 
AF, Ac 

- - -  -- pressure loss per unit axial length, 

= core mass density, 
= liquid density, 
= interfacial and wall shear stresses, 
= interface and wall perimeters, 
= nD:/4  = pipe cross-section, 
= cross-sections occupied by film and core, respectively 

0iv, ~ --- film and core hold-ups. 

The film and core hold-ups are related to the film and core cross-sections, respectively: 

AF 
ct F = -~- [4] 

and 

A c  
~c = - - .  [5] 

A 

The core mass density is determined from volume averaging over the core as 

GG -F GEE 
PC = GG GLE' [6] 

PG PL 

where 

and 

GG = superficial gas mass flux 

gas mass flow rate 
total tube cross-sectional area 

GLE = superficial entrained liquid mass flux 

entrained liquid mass flow rate 

total tube cross-sectional area " 
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Similarly, the core viscosity will be defined by the mixing rule as 

GG/aG GLE#L 

PG PL 
#C -- GG GL E [7] 

PG PI_ 

From [1] and [2] the pressure drop can be eliminated, leading to a relation from which 
the film hold-up ~F can be determined: 

ZwF/'~ rd'i 
A - A--~- + ~FAp g sin 0 = 0, [8] 

where Ap = PL -- PC" The total liquid hold-up ~L follows from adding the volume fraction 
of  liquid entrained to the film hold-up: 

~L : 0~F + (1  - -  aCF) VSLE 
VSLE "~ Vs G , [9] 

where VSL E is the superficial velocity of entrained liquid. 
The shear stresses •i and ZWF are calculated from 

and 

where 

and 

ri = ½ f  Rec, pc(V c -  Vi)lV c -  Vii 

f , fv = interface and film Fanning friction factors, 
VF, Vc = average film and core velocities 

[lO] 

[11] 

Vi = liquid velocity at interface. 

The average film and core velocities are related to the superficial film and core velocities, 
respectively: 

vsF 
vF - [12] 

~F 

and 

Vsc 
vc = , [13] 

~C 

where the superficial velocities follow from 

GL -- GLE 
VSF = [14] 

PL 
and 

GG + GLE 
Vsc = [15] 

Pc 

The Fanning friction factors f and fF are assumed to be functions of the corresponding 
pertinent Reynolds numbers 

Rec = GcDc [I 6] 
gc 



MODELLING OF ANNULAR TWO-PHASE FLOW IN VERTICAL PIPES 715 

and 

PL VvDF 
ReF = - - ,  [17] 

#L 

and the relative interface roughness q/Dc and relative wall roughness E/D, respectively, as 
has been indicated in [10] and [11], where 

Gc = (GG + GLE) = core mass flux 

and 

Dc, DF----core and film hydraulic diameters. 

The hydraulic diameters are assumed to result from 

Dc = 4Ac = a~SD [18] 
Pi 

and 

4AF 
DF = "Pv = ~FD" [19] 

For annular flow the film and core perimeters follow from 

Pi = 7r (O - 2hF) = 7rOc 

and 

[20] 

Pv = xD, [21] 

where h F is the film thickness. The film hold-up is related to the film thickness as 

a t =  D 1 -  . [22] 

For the calculation of the relative wall roughness, the pipe diameter D has been used 
instead of the hydraulic diameter Dr,  because the latter would lead to rather unrealistic 
results in the limiting case of very thin films. 

It should be noted that for laminar film flow a correction factor has been included in 
the liquid hold-up relation [8]. Employing a differential analysis of the film (velocity profile 
effect) modifies the gravity term by a factor { ~  - 2~c[av + ~c In (atc)]}/a~ --- 0.67; see also, 
Wallis (1969, p. 356), indicating that a laminar film is more easily supported against gravity 
than a turbulent film with the same thickness. 

The above-mentioned equations form a closed set, provided relations are available for 
the 

(1) Fanning friction factor, 
(2) interface velocity Vi, 
(3) interface roughness Ei and 
(4) liquid fraction entrained. 

Unfortunately, in contrast to the foregoing mechanistic modelling, one has to rely on 
empirical correlations for these physical quantities. Such correlations will be discussed in 
section 3. 

In the model the effect of droplet entrainment and deposition on the interfacial shear 
stress is not considered explicitly but can be considerable, as will be demonstrated 
subsequently. The shear stress as a result of the entrainment/deposition process is 

Td = rn (V c - Vi), [23] 

where m is the entrainment or deposition mass flux (equilibrium assumed between these 



716 R. V, A. OLIEMANS et al. 

two). The ratio of droplet shear rd to the friction shear z~ can be written as 

Zd PL k 1 
- -  = ALE [24] 
"ri PG V~G ( ~ / 0 ' 5 '  

assuming Pc = PG, Vc = VsG >> Vi and 2L << l, where k is the droplet deposition velocity and 
V* = Kso(f/2) °'s is the gas friction velocity, 2L = KSL/(VSL + Vs~) is the volume fraction 
of liquid and 2LE=(GLr/GL)2L. Note that m = 2LEPLk. A maximum value for the 
dimensionless deposition velocity k/K~a is about 0.2 (McCoy & Hanratty 1977; Ganic & 
Mastanaiah 1981; Andreussi 1983). A minimum value can be found from what is known 
about liquid entrainment entrance effects in annular dispersed two-phase flow. Consider 
a pipe section with no entrainment at the inlet and entrainment equilibrium at the outlet 
after a length L, where the entrainment rate equals the deposition rate. Droplet mass 
conservation applied to such a section, assuming a constant entrainment rate mE and 
droplet deposition velocity k, gives an exponentially asymptotic approach to equilibrium 
with the characteristic non-dimensional length LID = Vm/4k. It is well-known, that 
entrainment equilibrium takes a larger number of diameters but is thought to happen in 
any case within LID ~- 1000. This maximum value for L/D leads to a minimum value for 
k / V ~  of about 0.004 f o r f  = 0.01. From the above analysis, the friction-to-droplet shear 
ratio *d/Zi would be in the range 0.6--30 for atmospheric water/air systems using 2LE = 0.01. 
SO, even the lower limit of this range indicates the effect of liquid entrainment and 
deposition on the interfacial shear stress to be significant. A full evaluation of the effect 
would require modelling of the entrainment and deposition rates, which is outside the 
scope of this paper. Consequently, when deriving a correlation for the interfacial shear 
stress further on in this paper, one cannot distinguish between the contributions from 
friction and droplet entrainment/deposition. 

2.2. Liquid hold-up relation 

In this section we will pay some more attention to the liquid hold-up relation [8]. For 
this purpose we will rewrite the hold-up relation in terms of the Lockhart-Martinelli 
parameter X, where 

X2 = fSL PL V~L [25] 
fsa Po V~' 

and the dimensionless gravity parameter 

sin 0 
Y = - -  [261 

2fsa F ~ '  

where Fro = (pG/ApgD) °5 VSG is the densimetric gas Froude number. The Fanning friction 
factorsfsL and fro are based on the corresponding Reynolds numbers and the relative wall 
roughness in the case that only liquid or gas would flow through the pipe. X 2 is then the 
ratio of the corresponding frictional pressure drops. Assuming no liquid entrainment, 
Va>> V,, and a smooth pipe wall (fL =fsL), the hold-up relation eventually simplifies to 

iy2 f g~. + y~3 = 0, [27] 
fsG ~ ~' 

where % = 1 - n, is the void fraction. For a given (constant) interface friction factor ratio 
f / fm,  the liquid hold-up n, only depends on the dimensionless groups X and Y, as in the 
Taitel & Dukler (1976) model for stratified two-phase flow. For =e<< 1, and neglecting the 
effect of gravity (Y = 0), a very simple rule for the liquid hold-up is obtained: 

~ c  = - -  X .  [28]  
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Figure 2. Lockhart-Martinelli parameter X vs liquid hold-up =L for various values of the gravity 
parameter Y from the hold-up relation [27] using Wallis' interface friction factor. 

However, in vertical flow the gravity term cannot be neglected generally. This has been 
indicated in figure 2, where the hold-up relation [27] has been plotted using the interface 
friction factor of Wallis (1969) for "rough" or "wavy" annular flow: 

fi =fsG(1 + 80 CtL); [29] 

a correlation which implies an interface (sand) roughness of about four times the film 
thickness; see Wallis (1969, p. 321). Note that this Wallis friction resembles what is 
observed in stratified two-phase flow in the sense that, at the interface, the equivalent sand 
roughness is about 3x/~ = 4 times the r.m.s, wave height of interface disturbances (Cohen 
& Hanratty 1968). This height has a maximum value of the order of that of the layer 
thickness. As can be seen from figure 2, the liquid hold-up is rather insensitive to gravity 
up till Y --- 100. However, above this value gravity has crucial effects. Gravity will cause 
a significant decrease of the shear stress towards the wall in the liquid film (cf. [8]). This 
remark refers to the annular flow models, further discussed in this paper, which model the 
interfacial shear stress Ti in order to calculate the ("frictional") pressure drop. Further, 
gravity will lead to the occurrence of more hold-up roots, i.e. below a critical X-value and 
above Y ~- 100, three hold-ups satisfy the hold-up relation. From a tentative investigation 
we concluded that it is, a priori ,  impossible to say which root has to be taken. Nor is it 
possible to exclude roots on account of their being physically unacceptable, e.g. from a 
simple stability analysis. Intuitively speaking, the middle root might seem an unstable one 
because a smaller liquid flow results in a larger liquid hold-up, 

Depending on the flow history, in the neighbourhood of a particular root, the flow may 
establish at this root. Alternatively, there may be a jumping between the lowest and highest 
hold-up root values. At the higher root it is quite possible for liquid bridging of the pipe 
to occur. This idea could lead to a rule for the transition from annular to intermittent or 
slug flow. From figure 2, a critical Y-value of about 100 is found. For vertical flow, using 
fsG ----- 0.005, this Y-value corresponds to FrG = 1 (cf. [26]), a value close to Wallis' (1969) 
value of FrG = 0.9. Using the gravity group Y as a basis for the mentioned transition may 
have a more wider applicability than the densimetric gas Froude number Fr G . On the other 
hand, for a very limited number of data points of the Harwell data bank (section 3) and 
for the large-diameter data of Azzopardi et  al. (1983; section 5), apparently, annular flow 
is possible at the lowest of the calculated hold-up roots, assuming these data indeed belong 
to the annular flow regime. Consequently, an additional condition for the transition to slug 
flow could be that X should be larger than the local maximum in figure 2 (kind of flooding 
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point). Of course, this model for the transition to slug flow depends on the choice of the 
interface friction model and yet no definite conclusions can be drawn. 

3. EMPIRICAL CORRELATIONS 

3.1. Fanning friction factor 
To calculate Fanning friction factors, the Colebrook (1939) equation will be employed 

relating the Fanning friction factor f to a Reynolds number Re and a relative roughness 
E/D according to 

I /2(  9.35 
= 3.48 - 4 log k ~  + ~ ] ,  [30] f0--  

for turbulent flow. For laminar flow (Re <2100), 

16 
f = R---~" [31] 

3.2. Liquid interface velocity 
To obtain a value for the liquid interface velocity V,, we propose to employ the velocity 

profiles known from laminar and turbulent single-phase flow. Although the model includes 
pipe wall roughness effects, for this velocity profile aspect a smooth pipe wall is assumed. 
The following universal velocity profile relation V~+= Vi+(h~ ) is used in the liquid film 
(Hinze 1975): 

h~ ~< 30 (viscous and transition or buffer layers) 

tanh(0.074 h l )  
Vi+ = 0.074 [32] 

h~ >30 (logarithmic layer) 

V~ + = 2.44 In (h l )  + 4.9, [33] 

where Vi + = Vi/V~ and h l  = PL V*hF/#L. The wall friction velocity is 

V* = . [34] 

As the velocity profile refers to a smooth wall, the Fanning friction factor f in [34] has 
to be taken from a smooth wall as well. 

In figure 3 the velocity ratio 

V---Z = V~ + (hl )  [351 
VF 

z 

1 l I 1 I I 
~0  3 10  6 

Vdm ,~eynoids number ,  Re~- 

Figure 3. Relative liquid interface velocity as a function o f  film Reynolds number  from [35]. 
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has been plotted as a function of the film Reynolds number, illustrating this ratio to be 
2 in the laminar region below ReF ----- 30, between 1 and 2 in the region between ReF = 30 
to 3000, and close to unity in the turbulent region. The cited procedure for the 
determination of the liquid interface velocity is amendable. In particular, the effect of the 
lifting gas core on the film velocity profile should be considered. 

3.3. Interface roughness 

In the two-fluid model for annular dispersed flow it has been proposed to determine the 
interface friction factor from an interface roughness Ei and (core) Reynolds number using 
the Colebrook (1939) equation. A popular way to link this roughness to the interface 
disturbances is via 

Ei = C AhF, [36] 

where AhF is the r.m.s, wave height. If this r.m.s, wave height is larger than the average 
film thickness then the film thickness is used instead: 

E i = ChF. [37] 

In this paper we will use [37] and correlate the roughness in terms of the film thickness, 
It is believed that too little theoretical modelling on (non-linear) finite interface wave 
amplitudes or experimental data on such amplitudes are available to include [36] as well. 
In addition to [37], it is proposed to regard the interface as smooth if the interface 
irregularities fall within the viscous sublayer of the core [see also Hewitt & Hall-Taylor 
(1970, [5, 14])], so that 

~'G / VG t 
('i ~-~ C h F - 5~--~ , hF>5 V---~ 

VG 
ci = 0, h~<5 V~' 

[381 

where V~ = Vc(fi/2) °5 is the core friction velocity and VG is the kinematic gas viscosity. 
Wallis (1969) was one of the first to offer a value for the C parameter and he proposed 

a value of about 4. Hughmark (1973), in his model for vertical annular flow, used an 
interface friction factor close to that of Wallis. Whalley & Hewitt (1978) noticed that a 
value of 4 was too large, in particular, for high-pressure steam/water systems. They 
proposed a correlation using the density ratio, viz. C "0.3(9L/PG) °33. Although this 
correlation greatly reduced the error in the pressure gradient predictions, the fit through 
the data points showed scattering of these points by more than a factor of 10. Hanratty 
& Asali (1983) proposed an interface friction factor based on the dimensionless film 
thickness h~ (corresponding to the gas-phase shear velocity and kinematic viscosity) and 
the gas Reynolds number. As we will see in sections 4 and 6, this correlation is not 
satisfactory either. 

In order to find an improved correlation for the interface C parameter, a data bank on 
vertical annular flow, compiled previously by AERE Harwell, has been employed (Whalley 
& Hewitt 1978). This bank contains data of various fluid systems such as water/air, 
ethanol/air, Genklene (trichloroethane)/air and water/steam, see table 2. The physical 
properties of the water/steam system come closest to those of high-pressure gas/condensate 
or gas/oil systems. The other fluid systems show larger differences. This has been indicated 
in table 1, where some important physical quantities have been compared with a 
gas/condensate well example. Diameters in the water/steam tests have been up to 20 turn 
and in the other fluid systems up to 32 mm, whereas our interest is in larger diameters, 
indicating a concern in diameter scaling. 

The Harwell data bank contains 728 test cases for which liquid entrainment has been 
measured. For 527 of these tests the pressure gradient has been measured, while for 217 
of these 527 tests the average film thickness is included as well. Besides the measurements 
by Minh& Huyghe (1965), where the LID ratios are unknown, the LID ratio of all other 
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Table 1. Comparison between fluid/pipe properties in the Harwell data bank and 
in a gas/condensate well example 

Harwell data bank Gas well 

Water/air 
Ethanol/air Gas/condensate Gas/water 

Genklene/air Water/steam (example) (example) 

Po (kg/m~) < I 0 < 56 100 100 
/~t (mPa s) 1 0.1 0.1 1 
(r (N/m) 0.022-0.073 0.012-0.054 0.005 0.073 
D (mm) 6-32 9-20 100 100 
R e s L  Laminar/turbulent Turbulent Turbulent Turbulent 
Fr G 1-10 1-10 1-10 1-10 

tests has been of the order of 200 or larger, considered enough to exclude entrance effects 
on the entrainment fraction. Table 2 contains relevant information on the test data. 

C-values have been determined with our two-fluid model such that the calculated 
pressure losses match the measured ones (527 test cases), avoiding errors due to 
entrainment prediction by putting the fraction entrained equal to the fraction measured. 
The obtained C-values have been correlated trying various dimensionless groups (alone 
or in combination). In the class of one-group correlations, it appears that the Weber 
number, 

PC V 2 h F  
We = ~ ,  [39] a 

is the most appropriate group to describe the C parameter, where Vr = Vc-  V~ is the 
relative core velocity. In figure 4 the C parameter has been plotted vs the Weber number 
for all test cases where the pressure gradient has been measured. Indeed, the constant value 
of Wallis of 4 is unsatisfactory and large differences exist with the C-values determined 
from our two-fluid model. A good description forms the rule 

30 
C = - -  [40] 

W e "  

Referring to a work by Hinze (1955), this rule could be interpreted as indicating that the 
interface roughness is equal to the maximum diameter a liquid droplet would have in a 
turbulent gas stream. Although the physical significance of this remark is limited because 
the role of droplet entrainment/deposition on the interfacial shear stress has to be included 
as well, correlation wise the rule gives an improvement with respect to the others 
mentioned, as we will see further on in this paper. Adding the film Reynolds number as 

Table 2. Test cases available in the Harwell data bank 

No. of Quantities D P Symbol 
Reference tests measured Fluids (mm) ( x 10 s Pa) L I D  used 

Whalley et al. (1974) 139 E, P, F A/W 31.8 2-3.5 590 [] 
Gill et al. (1964) 39 E, P, F A/W 31.8 1-1.5 170 A 
Gill et al. (1969) 9 E, P, F A/W 31.8 2-3.5 520 "k" 
Brown (1978) 30 E, P, F A/W 31.8 1.7-3.1 420/560 ~) 
Cousins et al. (1965) 24 E, P A/W 9.53 1.5-2.5 480 + 
M i n h &  Huyghe (1965) 29 E, P A/W 12.0 3-8 Not known × 
M i n h &  Huyghe (1965) 28 E, P A/W 6.0 2-3 Not known # 
Minh & Huyghe (1965) 45 E, P A/E 12.0 2.8-8.5 Not known A 
Cousins & Hewitt (1968a) 73 E, P A/W 9.53 1.5--2.5 230 C 
Cousins & Hewitt (1968a) 24 E, P A/W 31.8 2 300 F 
Cousins & Hewitt (1968b) 2 E, P A / W  31.8 4 350 H 
Whalley et al. (1974) 19 E, P A/G 31.8 2.7 590 K 
Wfirtz (1978) 72 E, P S/W 10.0 30-90 900 L 
Wfirtz (1978) 21 E, P S/W 20.0 70 450 O 
Hewitt & Pulling (1969) 72 E S/W 9.3 2.4-4.5 390 T 
Singh et al. (1969) 39 E S/W 12.5 69/83 180 V 
Nigmatulin et al. (1977) 45 E S/W 13.3 t0-100 300 Y 
Kceys et al. (1970) 18 E S/W 12.6 35/69 290 Z 

E = liquid entrainment, P = pressure loss, F --- film thickness, A = air, W = water, E = ethanol, G = Genklene, 
S -- steam. 
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an extra correlating group, to take into account the state of turbulence of the film, did 
not improve the correlation much further and the idea was abandoned. 

From all the correlation trials made, using all possible dimensionless groups, it is 
believed that further improvements in terms of empirical correlations, using available 
literature data, can hardly be achieved, probably because of inconsistencies in the test data, 
the tests having been carried out by different experimentalists with different facilities, 
fluids, diagnostics and interpretations. It is possible with new consistent and accurate 
measurements, carried out over large ranges of the relevant parameters, to obtain better 
empirical correlations, but major steps forward in the interface friction description will 
originate from a better physical modelling of the phenomena at the interface. 

3.4. Liquid entrainment 

In annular two-phase flow, the onset of liquid entrainment occurs near or above the 
transition from capillary waves (ripples) to large amplitude roll waves at sufficiently high 
gas velocities. Ishii & Grolmes (1975) developed inception criteria for droplet entrainment 
from simple physical models. For film Reynolds numbers Rer > 160 the onset originates 
from the shearing-off of roll-wave crests while at lower Reynolds numbers wave under- 
cutting was proposed. However, if the interface waves do not penetrate through the gas 
boundary layer, then below a minimum Reynolds number no entrainment is possible 
irrespective of the gas velocity. In the completely rough turbulent regime (ReF > 1635), 
from the work by Ishii & Grolmes (1975), the critical onset gas velocity in terms of the 
Kutateladze number Ku = p°J/(Apga)°:5 VsG varies between about 1.5 and 3. It is noted 
that the value of 3 is close to the Kutateladze value used by, for example, Taitel et al. (1980) 
to describe the annular to slug flow transition. 

During the past 25 years a large number of empirical correlations for the fraction of 
liquid entrained have appeared. We mention the works by Wicks & Dukler (1960), Minh 
& Huyghe (1965), Paleev & Fillipovich (1966), Wallis (1968) and, more recently, Ishii & 
Mishima (1981). Further, correlations have been given in the annular flow models by 
Hughmark (1973), Whalley & Hewitt 0978) and Hanratty & Asali (1983). It should 
be noted that the one used by Whalley & Hewitt was originally developed by Hutchinson 
& Whalley (1973). After all these correlations had been compared with the measured 
entrainment fractions in the Harwell data bank, it was concluded that none is really 
satisfactory. The correlations only apply in the test range in which they were derived. Both 
correlation wise and from a physical point of view, the one by Hutchinson & Whalley 
(1973) makes most sense. Here, a dimensionless group S = "cihv/tr is used to describe the 
droplet core mass concentration, where the group S gives the balance between interfacial 
shear and surface tension containment forces. However, it should be realized that the 
correlation by Hutchinson & Whalley (1973) is based on a fit through data points where 
the points scatter by more than a factor of 10. 

Trials to improve the above-sketched situation, using the Harwell data bank, failed. 
No correspondence could be found with physical models such as the ones developed by 
Ishii & Grolmes (1975). Therefore, only empirical correlations will be considered further. 
The correlation model proposed is 

E 
1 - - ~  = 10#° '~ B~YL p'o'~#: e'L"#3 ~'o"#' "~#~ D # ' v  VPs[ VPs~g #9 , [41] 

where E is the fraction of liquid entrained. A constraint is that the exponents fl are chosen 
such that the r.h.s, of [41] forms a dimensionless group. As a result, [41] is a seven- 
parameter correlation (note that three dimensions are involved). In Table 3 the parameter 
estimates (fls) have been compiled both for the whole Harwell data bank and for 
subgroups after dividing the bank into a number of intervals based on the film Reynolds 
number. The parameter estimates for the whole bank show liquid entrainment to increase 
most significantly with pipe diameter and superficial gas velocity and to decrease with 
surface tension. The standard error of the estimates is small but misleading, as can be 
demonstrated by examining the parameter estimates for the subgroups. Some parameters 
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show a clear tendency while other ones show a more whimsical behaviour with the film 
Reynolds number. For instance, the diameter parameter (f16) is a decreasing function with 
Rer, i.e. the effect of the diameter on liquid entrainment is stronger at laminar flow than 
at turbulent film flow. We will not attach any interpretation to these findings because an 
underlying physical model is lacking. The above correlation model and subdivision are 
casual. Other models and subdivisions were tested but they gave results of similar nature 
and similar or lower quality. 

Although some of the physical quantities show little, none or a correlated variation in 
the bank, leading to possibly unreliable parameter estimates, the whimsical, behaviour of 
parameter estimates in the correlation models may point to inconsistencies in the data 
bank. As entrance effects, the gas expansion effect and the measurement of the entrained 
fraction all need close attention in liquid entrainment studies, such inconsistencies are not 
unlikely. 

Too few data at very low film Reynolds numbers (Rer < 100) are available in the bank. 
Therefore, a correlation for a minimum Reynolds number below which no entrainment 
is possible, could not be developed. In order to allow for a minimum film fraction, it is 
suggested to use some rule based on the penetration of interface waves through the gas 
boundary layer, like the one proposed by Ishii & Grolmes (1975): 

[ Y +  (pL~I/2p'G13/2; [42] 
(ReF)min = ~ \PG/ 12Ld 

Ishii & Grolmes used y ÷ = 10. 

4. COMPARISON WITH OTHER MODELS 

Using the Harwell data bank, we will compare our two-fluid-model (also referred to as 
the KSLA model) with those of Hughmark (1973), Whalley & Hewitt (1978) and Hanratty 
& Asali (1983). These authors have been chosen because they offer complete annular flow 
models, including rules for the film thickness, liquid entrainment and interface friction. The 
models will be described briefly below, without details. 

In the model of Hughmark (1973), the film thickness is determined from an empirical 
correlation between the dimensionless film thickness h~ and the film Reynolds number 
Rev. For the liquid entrainment a correlation was developed based on the dimensionless 
film thickness h~, which is related to h~- as defined above: h~ = (pG/PL) °'5 (#tJ/~)hff. The 
pressure drop is linked to an interface friction factor close to that of Wallis (1969). 
Hughmark's correlations are based on a limited number of tests showing little parameter 
variation. He claims his model to be valid for a maximum tube diameter of about 4 cm 
and a maximum liquid viscosity of about 5 mPa s. 

In the model of Whalley & Hewitt (1978), a form of the triangular relation is used to 
determine the film thickness. The film friction factor needed in this relation is the one 
plotted against film Reynolds number by Hewitt & Hall-Taylor (1970) from numerical data 
by Hewitt (1961). The model features the earlier-mentioned Hutchinson & Whalley (1973) 
entrainment correlation. In their interface friction factor, compared to the one by Wallis 
(1969), the density has been introduced as has been explained in the preceding section. The 
data used for the correlations of Whalley & Hewitt are the same as those employed in our 
study. 

In the model of Hanratty & Asali (1983), the film thickness is determined from the same 
type of correlation as that of Hughmark. Liquid entrainment has been correlated from a 
dimensional group pO.5 p~5 V~ D z25. Maximum possible entrainment follows from a critical 
film Reynolds number based on the transition to roll waves. It is noted that in the models 
of Hughmark and Whalley & Hewitt entrainment is automatically limited because the 
entrainment depends on the film thickness. Although Hanratty & Asali do not give a 
quantitative rule for the effect of surface tension, on the basis of their figures, we included 
this effect in their entrainment correlation. Their interface friction factor has been 
mentioned in the preceding section. Hanratty & Asali employ data also present as part 
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Figure 5. Calculated fraction of  liquid entrained vs measured fraction for the two-fluid model and 
the three literature models employing the Harwell data bank. For symbols see table 2. 

of the Harwell data bank. Additionally, data from 2.29 and 4.2 cm pipes, in which the 
liquid viscosity was varied from 1.1 to 4.6 mPa s, have been used. 

In the three models just described, homogeneous flow is assumed in the core. Gravity 
effects, which will play a role at the lower side of the annular flow regime, are not included. 
To take the hydrostatic head effect correctly into account in these models, we added the 
core head to the calculated pressure drop (of. [1]). The models have been solved numerically 
using a generalized Newton-Raphson technique. 

Figures 5a-d show the calculated fraction of liquid entrained vs the measured fraction 
for all Harwell data points using our two-fluid model and the three literature models• Even 
with the best fit of the Harwell data bank, which we use, there remains a large scatter of 
the data points (cf. figure 5a). Furthermore, systematic discrepancies exist between 
calculated and measured data, pointing to inconsistencies in the bank and/or the 
impossibility to describe liquid entrainment with simple empirical correlation models• 

Evidently, Hughmark's entrainment correlation (Figure 5b) follows a different trend 
with the dimensionless film thickness h~, than the Harwell experimental data. Further- 
more, some systems [e.g. tests by Hewitt & Pulling (1969)] show a trend completely 
different from the bulk of the data. Surprisingly, although surface tension was not 
considered, high-pressure water/steam data (a down to 0.012 N/m) fall in this bulk. Also 
the entrainment correlation used by Whalley & Hewitt (1978) (figure 5c) shows large 
scatter and systematic discrepancies between calculated and measured data [e.g. tests by 
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Figure 6. Calculated relative film thickness vs measured thickness for the two-fluid model and the 
three literature models employing the Harwell data bank. For symbols see table 2. 

Cousins & Hewitt (1968a)]. Finally, the correlation by Hanratty & Asali (1983) gives points 
in figure 5d more or less all over the place. In sum, none of the empirical entrainment 
correlations is able to describe liquid entrainment correctly, even when applied to the same, 
or same type of, data from which these correlations were derived. This puts considerable 
doubt on their predictive value. 

Figures 6 a-d show the calculated relative film thickness (hF/D) vs the measured one (217 
data points). Even though film thickness is strongly interrelated to entrainment, which 
latter quantity has a low accuracy, the film thickness is reproduced with good accuracy. 
The film thickness by Whalley & Hewitt is somewhat overpredicted, whereas the other 
models show comparable reproduction of the data. The bulk of the points fall here within 
+20% accuracy limits. Unfortunately, film thickness information is limited to low- 
pressure water/air systems in the Harwell data bank so that no comparison can be made 
for other fluid systems and high pressures. 

Finally, figures 7a-d show the calculated pressure gradient vs the measured gradient 
(527 data points). The pressure gradient is strongly linked to the interface friction. Figure 
7a demonstrates that our interface C parameter in terms of the Weber number leads to 
a reasonably accurate pressure-drop reproduction. The one by Whalley & Hewitt gives 
slightly more scatter. Hughmark's (1973) interface friction leads to an overestimation of 
pressure losses by up to a factor of about 3 for the high-pressure water/steam data of 
Wiirtz (1978). The pressure-drop predictions by Hanratty & Asali can also be too large 
by a factor of more than 2. 



MODELLING OF ANNULAR TWO-PHASE FLOW IN VERTICAL PIPES 

PRESSURE GRADIENT 
HARWELL DATA 

727 

/ 
1  041 / 

403 '" , , .  

~ 4o 2 4 ~  

o 

"5 
u 

( C ) Wholley ~ Newitt ( ' 1 9 / ,  

/-  
40 ,6 

405 

dO 4 

403 

402 

/ 
( b ) Hughmork ('1973) / 

. /  ,,~i"'. 

, i ! ; ' ~  " ""  
' ~~i"' ' 

" . ' , (  ,~ 

/ 
402 403 dO 4 405 406 

/ 
( d ) Honratty & Asali (4983) / 

. /  

• , a m 

¥ 
, r 

402 ,,103 ,104 40 s 406 
Meosured pressure grodient ( Po/rn ) 

Figure 7. Calculated pressure gradient vs measured gradient for the two-fluid model and the three 
literature models employing the HarweU data  bank. For  symbols  see table 2. 

5. TESTING OF MODELS WITH 12.5 cm PIPE DATA 

Large-diameter test data on annular two-phase flow have been reported by Azzopardi 
et  al. (1983). Experiments were carried out in a vertical 12.5 cm pipe using water/air at 
atmospheric conditions. Large-diameter test data are not available in the Harwell data 
bank and therefore the data of Azzopardi et al. can serve to test the annular flow models 
outside the range in which the empirical correlations, needed in these models, were derived. 

Figure 8 shows measured liquid fractions entrained compared to those from our best 
fit of the Harwell data bank (subsection 3.4) and the three literature models (section 4). 
In this figure data are plotted as a function of the gas mass flux for a fixed liquid mass 
flux of 2.6 kg/mEs. The best fit of the Harwell data bank strongly overpredicts the 
entrainment. The Whalley & Hewitt (1978) model shows a wrong trend. Apparently, the 
models of Hughmark (1973) and Hanratty & Asali (1983) give the best estimates, but as 
these latter two models gave rather unreliable estimates when the Harwell data bank was 
employed (see preceding section), it is believed that the agreement is more of a coincidental 
nature. Figure 9 is a plot similar to figure 8, but with a higher liquid mass flux of 
10.3 kg/m 2 s. Again, the Whalley & Hewitt model shows a wrong trend, while the other 
three models overpredict entrainment by some 40%. In short, comparing present 

MF. 1 2 ' 5 - - B  
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entrainment correlations with large diameter test data does not give much further 
confidence in the predictive value of these correlations. 

Figure 10 shows measured pressure gradients compared to those from the KSLA and 
Whalley & Hewitt models as a function of the liquid mass flux for a fixed gas mass flux 
of 35.9 kg/m 2 s. The Whalley & Hewitt model underpredicts the pressure losses by more 
than a factor of 2. Examining in more detail the output of the Whalley & Hewitt model, 
it appears that there is a physical conflict due to the omission of gravity. Gravity begins 
to play a role in larger diameter pipes (see gravity parameter, [26]). Taking as an example 
mass fluxes GL=41.2kg/m:s and Go=  35.9 kg/m2 s, leads to a film hold-up of about 
2.5%. The hydrostatic head corresponding to this hold-up is of the order of the calculated 

600 
KSLA E : O] 

500 GG = 359 kg/m2s _ j T e s l s  

~E 400 

Z ~" ~ K S L A  

300 

"~ 200 ~ Wnolley 
Hewlfl {4978} 

1 00~ Homogeneous model 

0 I I I t o "1o 2o 30 40 50 

G L (kg/m 2 s) 

Figure I0. Experimental large-diameter pressure gradients compared to various annular flow 
models. Details/symbols as in figure 8. 
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pressure drop from the interfacial shear stress. Consequently, it is necessary to account 
for gravity more correctly and to take into account the decrease of the shear stress in the 
film towards the wall (cf. [8]). The models of Hughmark and Hanratty & Asali give similar 
results to the Whalley & Hewitt model and have therefore not been plotted in Fig. 10. The 
KSLA model gives an improvement in pressure loss prediction, but still losses are 
underpredicted. Setting, on purpose, the entrainment equal to zero in the KSLA model 
results in pressure gradients almost identical with the measured ones, indicating the effect 
of entrainment on the pressure drop. However, it does not explain the disagreement 
observed because, in particular, at the higher liquid mass fluxes, the discrepancy between 
the calculated and measured fractions entrained is small. The pressure gradients of the 
homogeneous model are shown in figure 10. Evidently, this approach cannot be used. 

6. IMPLICATIONS FOR GAS WELLS 

Implications for two hypothetical high-pressure gas-well examples will be considered. In 
the first example a gas/condensate system is studied in a tube of 10 cm dia. The condensate 
density is 500 kg/m 3, the condensate viscosity is 0.1 mPa s and the surface tension is 
0.005 N/m. In the second example the condensate is replaced by water having a density 
of 1000 kg/m 3, a liquid viscosity of 1 mPa s and a surface tension of 0.073 N/m. In both 
examples the gas density is 100 kg/m 3 and the gas viscosity is 0.02mPa s. Further, the liquid 
volume fraction is 2%. 

Figure 11 shows the liquid fraction entrained as a function of the superficial gas velocity 
for the two above-mentioned examples. At the lowest gas velocities shown, the densimetric 
gas Froude number is about 1, corresponding to the lower side of the annular flow regime. 
At this lower side, for the condensate example, entrainment predictions by the various 
models differ appreciably (50-98%). Above a gas velocity of 10 m/s all models predict 
entrainment to be >95%. At VSG = 20m/s, entrainment in the KSLA and Hanratty & 
Asali (1983) models is >99.9%, leaving only a very thin, laminar film at the pipe wall 
(hF/D < 0.0001, ReF < 100). In the Hughmark (1973) and Whalley & Hewitt (1978) models 
entrainment is more limited, leaving a thicker film (hF/D = 0.0008 and hF/D = 0.0005, 
respectively) in the transition/turbulent mode. Of course, the water example shows less 
entrainment due to the higher surface tension, except for Hughmark's model in which 
surface tension is not considered. At VsG---10m/s entrainment predictions vary from 
about 50 to 98%. Film thickness predictions appear to vary here by a factor of about 10. 

Figure 12 shows the pressure gradient for the two gas-well examples. Difference between 
the various models stay within a factor of 2 for the condensate example. However, for the 
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Figure 11. Liquid fraction entrained as a function of superficial gas velocity; calculations from 
various annular flow models: C), KSLA; 7"1, Hughmark (1973); A, Whalley & Hewitt (1978); 

Q, Hanratty & Asali 0983). 
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Figure 12. Pressure gradient as a function of superficial gas velocity; calculations from various 
annular flow models, as given in figure I1. 

water example the model of Hanratty & Asali gives predictions completely different from 
those of the other models. It is noted that the homogeneous model gives pressure gradients 
close to those of Hughmark's model. 

7. CONCLUSIONS 

The two-fluid concept can conveniently be used to describe annular dispersed flow, since 
it accounts for the interrelation between pressure loss, film thickness and liquid fraction 
entrained. The liquid hold-up relation resulting from such a concept may give rise to 
several hold-up roots due to the effect of gravity, in particular for large-diameter tubes. 
In situations where gravity effects cannot be ignored the approach of the "simple triangular 
relationship" is not allowed. Pressure-drop predictions can be improved with respect to 
existing annular flow models by correlating the interface friction in terms of the Weber 
number, as suggested by the data in the Harwell data bank. Unfortunately, it is not 
possible to distinguish between the contributions from actual gas friction and friction from 
droplet deposition/entrainment. Efforts to improve the empirical description of liquid 
entrainment failed and demonstrated inconsistencies in literature test data and/or the 
impossibility to describe entrainment with simple empirical correlation models. Applica- 
tion of existing entrainment correlations gives rise to widely varying results and the 
predictive value of these correlations is rather low. Extrapolation of present methods for 
annular flow to large-pipe and/or high-pressure systems is hazardous. Nevertheless, it is 
believed that the most realistic results are obtained using the model presented in this paper 
or the model of Whalley & Hewitt (1978). 

To improve the predictive ability of the models, further work is needed. In the first place, 
consistent test data from experiments carried out over large ranges of the relevant 
parameters are still needed in order to derive better rules for interface friction and liquid 
entrainment. For the oil industry, vertical annular flow tests should be carried out in 
large-diameter pipes (I00-150 mm) at high pressure (5-10 MPa). Although in this industry 
often field data are available on pressure drop (e.g. gas wells), allowing some verification 
of a model, further characteristics such as film thickness or liquid entrainment are much 
more difficult to obtain; hence such data are.unsuitable for a real development of models. 
In the second place, mechanistic models should be developed for the droplet 
entrainment/deposition process which can be implemented in two-fluid models for 
determining both the fraction of liquid entrained and the contribution of this process to 
the interface friction. 
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